
They bridge dimensionality reduction with the computational
requirements of the studied task.

They provide a way to dissect mechanisms in black-box RNNs and
make them more interpretable.

Networks with a very low-rank connectivity can capture the main
aspects of dynamics of unconstrained RNNs and recorded neural data.

Our method retrieves low-dimensional subspaces
from neural activity and neural mechanisms
from which it arises.

We present LINT (Low-rank Inference from Network
Trajectories), a method to infer interpretable connec-
tivity from recorded trajectories.

Low-rank networks keep similar characteristics
yet o�er great intepretability.

Trained RNNs can o�er good descriptions of 
collective neural activity, but are hard to interpret.
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Dynamics on R-dim subspace:

Inferring low-rank network models from neural activity
Adrian Valente,  Jonathan Pillow,      Srdjan Ostojic
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Full-rank RNN:
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Multi-population RNN:
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Approach: �tting low-rank RNNs to neural recordings
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Reproducing full-rank nets with low-rank ones

“Opening the black box” of a full-rank network
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Results for networks �tted to subsampled trajectories of a full-rank, 
1000 neurons network
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