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Increasing rank with a single population

Random dots motion task

Resampling: State-space dynamics:

Delayed comparison task
Resampling:
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One internal variable : accumulation of evidence
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Flexible tasks require multiple populations
Context-dependent integration

Resampled nets accuracies:

Ctx1

Ctx2

Single latent variable:

Delayed Match-to-Sample
State-space dynamics

Resampled networks:
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2 populations needed for switching

rank=1, #pops=2

Nonlinear gating of integrated inputs

rank=2, #pops=2

Implications for cortical dynamics

1

0

-1
0 1.2time(s)

Ctx1
Ctx2

ba
se

lin
e

ra
nd

om

Conclusions
Dimensionality of recurrently generated neural activity  corresponds to the number of 
latent variables used in a computation.
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Non-random mixed selectivity ? Targeted inactivations

Training protocol 1:

Training protocol 2:

Connectivity structure can be parralelled by structure
in selectivity, but not necessarily

Targeted inactivations reveal
connectivity structure

Having multiple cell classes is required to solve XOR-like task requiring to change the 
input-output relationship of networks

Train minimal
rank RNN

Study dynamics [2]

Find minimal number
of populations

Reverse-engineer

Construct a class of
minimally parametrized 

solutions

Task Minimal 
rank

Minimal number of 
populations

Perceptual decision-making [Gold and Shadlen 2007] 1 1

Multi-sensory decision-making [Raposo et al 2014] 1 1

Parametric working memory [Romo et al 1999] 2 1

Context-dependent decision-making [Mante et al 2014]
1 2

n-Context-dependent decision-making 1 n

Delay-match-to-sample [Miller et al 1996] 2 2

Delay-non-match-to-sample 2 2
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Analytically tractable dynamics:
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Trained :

Resampled:

Trained :

Resampled:

Two internal variables: memory + comparison

Input A Input B

How the two key concepts of cell classes and low-dimensional trajectories 
interact to shape neural computations ?

We propose a method which combines arti�cial neural networks training 
and a recent theory linking dimensionality and connectivity structure [1] .

We generate network models of low dimensionality and �xed number of 
cell classes which implement a series of behavioral tasks and allows us to 
explore the roles played by dimensionality and cell classes in neural com-
putations.
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