
Mechanism: control of dynamical landscape via effective connectivity

2D equivalent system:

Jacobian of 2D system:

Functional overlaps with 2 populations:
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Population dynamics:

Inputs shift dynamics:

Training gives rise to different solutions

-> K-dimensional dynamics 

Low-rank connectivity [1] :
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Introduction
Comparison between a stimulus and an item stored in memory
requires flexible neural responses. How can we implement them 
with recurrent connectivity?

We use low-rank RNNs [1] as a tool to "open the black box" of 
trained RNNs

Approach:

Summary
- low-rank RNNs offer an interpretable and analytically tractable 
approximation to full-rank RNNs

- We have found a mechanism for flexibly transforming the dynamics 
of a neural circuit when an input is received

- This mechanism points to the complementary roles of rank and cell 
populations for implementing computations

Training:

BPTT on the and

 working memory + XOR

Readout: Neuron traces:

Processing information stored in working memory
by modulating effective connectivity

readout:

neuron traces:
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-> 2 fixed points for memory, reused for decision
-> XOR implemented by an input-induced limit cycle

Train low-rank
RNNs

Reverse-engineer
trained RNNs

Construct a class
of solutions


