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Mechanism: control of dynamical landscape via effective connectivity
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Training gives rise to different solutions ummary
- low-rank RNNs offer an interpretable and analytically tractable
readout: 1 approximation to full-rank RNNs
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- This mechanism points to the complementary roles of rank and cell
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