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Introduction Classes of networks

...

The vectors sampled from joint mixture of gaussians distribution, e.g.

Multi-population networks:

Interpretability: analytically tractable dynamics (mean-�eld theory)

Approach

Behavioral task Cognitive operations Minimal rank /
# of cell classes
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Increasing rank with a single population
Random dots motion task

Gaussian resampling:

trained network
resampled networks

State-space dynamics:

Delayed Match-to-Sample
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Gaussian resampling:
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Flexible tasks require multiple populations

Context-dependent integration

Resampled networks accuracies:
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Mechanism
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population-dependent control of the dynamics

State-space dynamicsResampled networks:

Low-dimensional dynamics appear to underlie computations in the brain and in RNNs. Low-rank RNNs provide
a natural model for this, both �exible and interpretable [1].

We train low-rank RNNs for several tasks to understand how dimensionality relates to computation, and how 
low-dimensional dynamics arise from a speci�c connectivity.

We observe that for some tasks, di�erent populations with heterogeneous connectivity statistics are necessary.  

When are heterogeneous populations needed?

We present the mixture-of-gaussians low-rank RNN as a minimally parametrized model of low-dimensional
network activity with multiple populations.

For each task we �nd the minimal rank, and minimal number of populations needed. This gives us a reduced 
network model, and a mechanistic explanation for each task.

Train minimal
rank RNN

Study dynamics [2]

Find minimal number
of populations

Reverse-engineer

Construct a class of
minimally parametrized 

solutions

Context-dependent integration [3]

Delayed comparison task

Trainable

parameters

Full-rank RNN: parameters

Trainable

Low-rank RNN:

Trainable

parameters

Interpretability: dynamics on K-dimensional subspace

with functional connectivities:

�e
xi

bi
lit

y
in

te
rp

re
ta

bi
lit

y

Tasks studied [5]

The are internal variables

One internal variable : accumulation of evidence
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Two internal variables : memory + comparison
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2 populations needed for switching

rank=1, #pops=2

Nonlinear gating of integrated inputs

rank=2, #pops=2

original 1 pop 2 pops

Nonlinear gating of recurrent interactions

Implementing multiple tasks
Computation in orthogonal spaces Computations with sub-populations
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Low-rank implementations can be superposed
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